
【講義メモ】 担当：平野正喜（ひらのまさき） 

この講座ではプロジェクタに講義メモを書きながら進めます。この文字サイズの読める席に

お座りください。 

18:15～20:45（途中休憩有）。受講者数は１３人です。 

この講義メモは講義終了と同時に下記のサイトにPDFで掲載し、ダウンロード可能にします。

ご利用ください。次回予告も掲載します。質問やコメントが送信可能です。 

https://tkuip.rundog.org 
前回の１問： ＳＭＳにおいてサービス低下の発生時に行う最初の管理は？ 正解はエ 

ア 問題管理 イ 構成管理 ウ 変更管理 エ インシデント管理 

テキストでは特に順序を意識していませんが「サービス低下」がインシデントを指しています。 
p.140 7-1-2 ２進数の加算と減算 

※ ２進数のままでの計算は難度が高いため、１０進数経由を推奨します。 

・【補足】 ２進数で表現できる数の範囲：最小値は全桁が０、最大値は全桁が１。ｎ桁あれば

２ｎ種類の情報を表現でき、先頭は０なので末尾は２ｎー１になる。 

・【補足】１６進数で表現できる数の範囲：最小値は全桁が０、最大値は全桁がＦ。ｎ桁あれ

ば１６ｎ種類の情報を表現でき、先頭は０なので末尾は１６ｎー１になる。 

p.142 7-1-3 集合 

・【補足】集合：「正の数の集合」「哺乳類の集合」のように、同じ属性を持つ要素の集まり。 

・【補足】集合演算：（集合と）集合による演算で結果も集合になる。 

・【補足】和集合は２属性の「または」の意味で、両方にまたがるものを含む。左右逆でも同じ 

・【補足】差集合は左の属性から右の属性にもまたがるものを除いた結果。左右逆だと異な

る 

・【補足】積集合は２属性の「かつ」の意味で、両方にまたがるものの集合。左右逆でも同じ。 

・【補足】補集合は１属性を持たないものの集合で「ではない」の意味。 

・【補足】ド・モルガンの法則：和集合や積集合に対する補集合を求める場合の法則で、 

① 集合Ａと集合Ｂの和集合の補集合 ＝ Ａの補集合とＢの補集合の積集合 

② 集合Ａと集合Ｂの積集合の補集合 ＝ Ａの補集合とＢの補集合の和集合 

なお、関連する法則として： 

① 集合Ａとその補集合の和集合は全体になり、積集合は無（空）になる 

② 無と集合Ａの和集合は集合Ａになり、積集合は無になる 

③ 全体と集合Ａの和集合は全体になり、積集合は集合Ａになる 

・【補足】命題：真偽を判定できる文。真偽は善悪や本物偽物ではなく「あてはまる」「あては

まる」 

・【補足】真理値は真偽を１、０で表すもので、真偽をそのままコンピュータで扱える 

p.145 7-1-4 論理演算 

・【補足】論理演算：集合演算の考え方を用いて、真理値による演算を行うもの 

・ＮＯＴ：否定とも言い、補集合に近い演算。真理値においては０⇔１の反転になる。 

・２進数とＮＯＴ：１つの２進数にＮＯＴを行うことで、全桁をそれぞれ０⇔１反転した結果が

得られる。例：ＮＯＴ（１０１１） ⇒ ０１００ 

・ＡＮＤ：論理積ともいい、積集合に近い演算。真理値においては両方が１なら１、でなけれ

ば０になる。 

・２進数とＡＮＤ：２つの２進数をＡＮＤで演算することで、対応桁どうしでＡＮＤ演算を行った
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結果が得られる。例： １０１０ ＡＮＤ １１００ ⇒ １０００ 

・ＯＲ：論理和ともいい、和集合に近い演算。真理値においては両方が０なら０、でなければ

１になる（＝どちらかまたは両方が１なら１、両方が０なら０） 

・２進数とＯＲ：２つの２進数をＯＲで演算することで、対応桁どうしでＯＲ演算を行った結果

が得られる。例： １０１０ ＯＲ １１００ ⇒ １１１０ 

・ＸＯＲ＝エクスクルーシブ（排他的）ＯＲ。ＥＯＲとも略す。真理値においてはどちらだけが１

なら１、でなければ０になる（同じなら０、異なれば１） 

・２進数とＸＯＲ：２つの２進数をＸＯＲで演算することで、対応桁どうしでＸＯＲ演算を行った

結果が得られる。例： １０１０ ＸＯＲ １１００ ⇒ ０１１０ 

p.147 7-2-1 確率と統計 

・【補足】順列：ｎ個からｒ個を取り出して並べた場合のパターン数。順序違いも数えるので、

２個から２個なら、①②と②①の２パターン。 

・【補足】ｎ個からｎ個の順列の数はｎ×（ｎ－１）×（ｎー２）×…×１で得られる。この式を階

乗といい、ｎの階乗はｎから１までの全整数の積を意味する。ｎ！とも表す。 

例：２！＝２×１＝２、３！３×２×１＝６、４！＝４×３×２×１＝２４ 

・【補足】順列と階乗：ｎ個からｎ個の順列の数をｎＰｎと表し、この値はｎ！になる。 

例：３Ｐ３＝３×２×１＝３！＝６ 

・ｎ個からｒ個の順列の数は、ｎ個からｎ個の順列の数を、残りの個数の順列の数で割った結

果になる。つまり、ｎＰｒ＝ｎＰｎ÷（n-r）P（n-r）＝ｎ！÷（ｎ－ｒ）！ 

例：４個から２個の順列の数は、４個から４個が４！、（４－２）個から（４―２）個が２！なの

で、４Ｐ２ ＝ ４！÷２！＝２４÷２＝１２ 

・【補足】組合せ：順列の数から順序違いの数を差し引いたもの。２個から２個なら、①②の

みの１パターン。 

・【補足】組合せの数と順列の数： ｎ個からｒ個の組み合わせの数をｎＣｒとあらわし、これは

順列の数ｎＰｒをｒの階乗で割った結果になる 

例；４Ｃ２＝４Ｐ２÷２！＝１２÷２＝６ 

・【補足】確率：あること（事象）の起こりやすさの割合を０以上１以下の数値で表したもの 

例：１０本あるくじのうち１本が当たりなら、当たりの出る確率は１÷１０＝０．１ 

・【補足】確率と事象：ある事象が起こる確率をＰ（事象）と表す。 

・【補足】余事象：補集合やＮＯＴに似た概念で、ある事象が起こらないこと。 

よって、Ｐ（余事象）＝１－Ｐ（事象） となる。 

・【補足】独立した事象：事象Ａと事象Ｂが関連・依存していないこと。例；２つのサイコロの目。

毎回くじを戻す場合の２回のくじ引き。 

・【補足】積事象：独立した２つの事象が共に起きること。例；２つのサイコロの目が片方が１、

もう片方は奇数。積事象の起こる確率はそれぞれの確率の積になる。 

Ｐ（サイコロの目が１）×Ｐ（サイコロの目が基数）＝1/6×1/2＝1/12。 

※ 積集合や積事象を記号∩で示すので、Ｐ（Ａ∩Ｂ）＝Ｐ（Ａ）×Ｐ（Ｂ） と表すことができる 

・【補足】和事象：独立した２つの事象のどちらか、または両方が起きること。例；２つのサイコ

ロの目が片方が１、または、もう片方は奇数。和事象の起こる確率はそれぞれの確率の和

―積事象の確率になる。※加算すると積事象の分が２回加算されてしまうので差し引く 

※和集合や和事象を記号Ｕで示すので、Ｐ（ＡＵＢ）＝Ｐ（Ａ）＋Ｐ（Ｂ）－Ｐ（Ａ∩Ｂ） 

上の例の確率は 1/6＋1/2―(1/6×1/2)＝2/12＋6/12―1/12＝7/12 



・【補足】平均：算術平均ともいい、集合に含まれる値から得られる代表値の一つ。値の合

計÷件数で得られる。データの分布の中心の値とみなされる。 

・【補足】他の代表値： もっとも頻繁に現れる値を最頻値（モード）という（複数の場合もある）。

整列したときに中央にある値を中央値（メジアン）という（偶数の場合は中央２値の平均）。 

例： 1, 2, 3, 4, 4, 5 の場合、平均は 19/6=3.133、モードは 4、メジアンは(3+4)/2=3.5 

・【補足】度数分布表：区間ごとの件数でデータの分布状況を示す。これを縦棒グラフにする

とヒストグラム（p.20）になる。 

・【補足】正規分布：出現しやすい分布状況のモデル。平均値を中心とする左右対称の曲線

になる。対象となる集合の平均値と標準偏差（ばらつき具合を示す値）がわかれば、正規分

布にあてはめることで、分布状況の推定が可能。なお、モデルでは平均値±標準偏差の範

囲に全体の６８％が入っているので、平均値６０点、標準偏差１０点で１０００人の場合、５

０点～７０点が６８０人いると推定できる。のこり３２０人の半分の１６０人は７０点以上。 

・【補足】標準偏差：ばらつき具合を示す値で値が大きいほど平均値から遠い値が多い＝ば

らついていることを示す。「平均値―値」の２乗の平均（分散）の平方根。 

p.152 7-3-1 情報量の単位 

・ビット：２進数１桁分の情報量を示す単位。０または１のみ。例：１０進数６は２進数の１１０

なので、３ビットの情報量になる。通信速度などの単位。 

・バイト：８ビットの情報量。初期のコンピュータが英数字１文字を８ビットで表したことが由来

で、ファイルの大きさなどの単位。 

・【補足】接頭語：一つの単位で非常に大きい値や小さい値を表すために単位の前に付ける

文字。例えば、１０００倍を表すのがＫ（キロ）で、１０００メートルを１Ｋメートルと表せる。実

際には１０倍単位で接頭語があるが、コンピュータでは１０００倍ごとの接頭語を用いる。１

０００倍でＫ（キロ）、１００万倍でＭ（メガ）、１０億倍でＧ（ギガ）、１兆倍でＴ（テラ）、１０００

兆倍でＰ（ペタ）。１/１０００倍ごとの接頭語は小文字で示し、ｍ（ミリ）、μ（マイクロ）、ｎ（ナ

ノ）、ｐ（ピコ）となる。 

※ Ｐ（ペタ）とｐ（ピコ）に注意。Ｋの代わりにｋで 1000 倍ではなく２10＝1,024 倍を示す場

合があり、問題文に示されるので注意。 

p.153 7-3-2 デジタル化 

・【補足】アナログ：自然音などような連続データや、これを表現・記録する方式のこと。旧来

の固定電話や、レコードが該当する。 

・【補足】デジタル：ビットの並びで表せる連続しないデータや、これを表現・記録する方式。ス

マーフォンや、ＣＤ、ＤＶＤなどが該当する。 

・【補足】デジタルの利点：コンピュータでそのまま扱える（アナログデータはデジタルに変換し

ないと扱えない）。訂正が簡単で、劣化しにくい。コピーしやすい。 

・ＡＤ変換＝アナログ⇔デジタル変換。例：スマートフォンで通話するとアナログである音声が

デジタルに即時に変換されて送信される。 

・【補足】サウンドボード：コンピュータなどの内部にある部品で、音声データのＡＤ変換を行う。

デジタルの音声データをスピーカーで流すためにアナログに戻すことも含む。 

・【補足】ビデオキャプチャボード：サウンドボードの動画版で、動画データのＡＤ変換を行う。 

・ＰＣＭ＝パルス（波形：アナログデータ）コード（２進数：デジタルデータ）モジュレーション。ＡＤ

変換技術の一つ。効率よく、小容量で高品質（元の音声に近い）なデジタルデータを得られ

る手法。音楽ＣＤなどで活用。３段階の技法。 



① 標本化（サンプリング）：アナログの波形を一定時間ごとに数値化すること。１秒間に何回

数値化するかをサンプリングレートといい、サンプリングとサンプリングの間の時間をサン

プリング間隔という（反比例する）。サンプリングレー

トを大きくすると高品質になるがデータ量が増大す

る 

② 量子化：①の結果は０から巨大な値までになり効率

が悪いので、固定の値（量子化ビット数）で割った商

にすること。波形が階段状になり、この段の数を量

子化の段階数という（反比例する）。 

③ 符号化：②の結果を２進数にする。この時、無音部

分を詰めたり効率を上げるための加工（データの圧縮）を行う。 

今日の１問：接頭語を小さい方から大きい方へ並べたものとして正しいものは？ 

ア ＫＧμＰ イ ｍＫＭＧ ウ ＰＴＧＭ エ ｎｐｋμ 

次回予告： p.155 7-3-3「文字の表現」から 

 


